
 

This document compares the memory bus data transfer rate of the MPC7450 in 60x and MPX
bus modes. Devices in the MPC74xx family should perform similarly.
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1 Overview

 

In embedded applications, the I/O throughput is a common bottleneck in a processor’s
performance. 

 

Throughput

 

 is the amount of data transferred from one place to another in a
specified amount of time. This white paper examines the system bus throughput of the
MPC7450 PowerPC™ family of processors and how the bus mode, pipelining, order of
transaction execution, and the system controller affect it. 

A program that creates a repeatable data transfer to measure the bus throughput was run under
Dink32, a flexible software tool that enables evaluation and debugging of the 32-bit
microprocessors that implement the PowerPC architecture. This program consists of a simple
loop of consecutive loads that represent a large data transfer from SDRAM. These tests were
run on two platforms: an MVP reference board with a MPC7450 processor and a Marvell
GT64260A bridge chip, and a Sandpoint reference board with a MPC7410 processor and a
Tundra Tsi107™ PowerPC host bridge. Both systems run with a 100-MHz memory bus,
3/1/1/1 CAS latency, and enabled instruction and data caches. 

The data transfer rates are calculated using the following equation:

transfer rate = bytes/sec = [(bytes transferred)/(cycles)] x (cycles/sec)

where

Memory bus speed = 100 MHz
Data bus width = 64 bits = 8 bytes
Data transferred in a burst = 32 bytes
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2 Performance Factors

 

The following sections discuss performance factors.

 

2.1 MPX vs. 60x Bus Mode

 

One of the main factors that was tested was the performance difference between the MPX and 60x bus
modes. A number of key features of the MPX bus improve performance over the 60x bus. The MPX bus
supports address and data bus streaming. No requirement exists for a dead cycle between consecutive bus
tenures. MPX bus mode allows data tenures to be executed out of order with respect to their corresponding
address tenures to help hide the latency of slow peripherals by allowing the data from a fast device to avoid
waiting for the slow device and return data as soon as it is ready. This re-ordering is not supported by the
60x bus. The actual effects of these enhancements on performance are measurable.

The 60x bus can transfer 8 bytes of data in 1 clock cycle. However, with the dead cycle between data tenures,
each transaction, a 32-byte burst, takes 5 clock cycles. Therefore, the theoretical maximum throughput of
the 60x bus with a 100-MHz memory bus speed is 640 MBytes/sec. 

Transfer rate = (32 bytes/5 clock cycles) x 100 MHz = 640 MBytes/sec

The key feature of the MPX bus protocol supports data streaming, which eliminates the dead cycle between
data tenures for transfers from the same master to the same target. Therefore, the theoretical maximum
throughput of the MPX bus with a 100 MHz memory bus speed is 800 Mbytes/sec.

Transfer rate = (32 bytes/4 clocks) x 100 MHz = 800 MBytes/sec

 

2.2 Pipelining

 

Pipelining is a technique of separating transactions into address and data tenures so that a subsequent
transaction’s address tenure can begin before a previous data tenure is complete. The number of outstanding
transactions allowed on the bus can have great impact on bus throughput. The MPC7450 processor can
support up to 16 additional address tenures before the previous data tenure is complete. The MPC7410
supports up to seven outstanding transactions. 

 

2.3 Bridge Chip Differences/Limitations

 

Differences between the GT64260A and the Tsi107 host bridge also have an impact on overall bus
performance. Neither the GT64260A nor the Tsi107 host bridge can currently operate at a memory bus
speed of 133 MHz, and are limited to a memory bus speed of 100 MHz. However, a Tsi107 host bridge with
a memory bus speed of 133-MHz will be available soon. Although the MPC7450 can support up to 16
outstanding transactions, the GT64260A can pipeline only eight transactions deep and the Tsi107 host
bridge can pipeline only one transaction deep. The eight outstanding transactions supported by the
GT64260A are constrained to four read and four write transactions. Finally, the Tsi107 host bridge does not
support MPX bus mode, and is unable to take advantage of data streaming or out-of-order transactions.
However, the GT64260A can support both MPX e and 60x bus modes.

 

3 Throughput Test

 

This section describes the actual transfer rates with respect to bus mode, pipelining, out-of-order data
tenures, and the bridge chips as measured on a MPC7450 multiprocessing verification platform (MVP) and
a MPC7410 Sandpoint system.
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Throughput Test

 

3.1 MPC7450 with the GT64260A Bridge Chip

 

The Marvel GT64260A supports 60x and MPX bus modes and an 8-level deep pipeline. While in MPX bus
mode, the MVP platform results are described in the following sections.

 

3.2 60x Bus Mode

 

With the MVP operating in a 60x bus mode, an initial memory latency of 19 cycles is observed. 

 

Memory
latency

 

 is the time from assertion of TS to the assertion of the first TA for a non-pipelined transaction. For
pipelined transactions, memory latency is measured from the cycle after the last TA of the previous data
tenure to the first TA of the current tenure. During the test loop, a sustained four-transaction-deep pipeline
allows a sustained maximum throughput of 640 MBytes/sec. The idle cycle between data tenures accounts
for the pipelined memory latency of 2 cycles. The theoretical maximum sustainable throughput of 640
MBytes/sec is obtainable in a real system, as shown in Figure 1.

 

3.3 MPX Bus Mode

 

In MPX bus mode, data streaming is the main performance advantage over a 60x bus mode. A four-beat
burst transfer takes only 4 clock cycles. Data can be returned on every clock cycle. During the data transfer,
an initial memory latency of 20 cycles was observed. With out-of-order data tenures disabled through
GT64260A configuration register settings, the initial memory latency is equal to 60x bus mode at 19 cycles.
An additional one-cycle penalty with out-of-order data tenures is enabled because DBG is not parked in this
case. As with 60x bus mode, during the test loop a sustained four-transaction deep pipeline exists. However,
the GT64260A is not able to stream back-to-back transactions; a dead cycle in between data tenures still
exists. Instead of seeing one cycle for the first beat due to data streaming, two cycles are required, as in 60x.
This equates to an observed 640 MBytes/sec data transfer rate, as shown in Figure 2. 

 

3.4 Pipelining Disabled

 

With bus pipelining disabled, only one outstanding transaction can be on the bus at any particular time. This
feature is enabled or disabled through configuration registers. Therefore, the long initial memory latency is
seen for each transaction instead of being masked by pipelined transactions, which has a major effect on bus
throughput. In 60x bus mode, it takes 14 cycles for the first beat of data and 1 cycle for each of the three
remaining beats of the burst. Therefore, a four-beat burst transfer takes 17 clock cycles, which equates to a
data transfer rate of 188 MBytes/sec. In MPX bus mode, the first beat of data took 13 cycles, which causes

 

Cycles

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

 

Address

 

1 2 3 4 5 6

 

Data

 

1 1 1 1 X 2 2 2 2 X

 

Transfer rate = (32 bytes/5 clock cycles) x 100 MHz = 640 MBytes/sec

 

Figure 1. 60x Bus Transactions

 

Cycles

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

 

Address

 

1 2 3 4 5 6

 

Data

 

1 1 1 1 X 2 2 2 2 X

 

Transfer rate = 100 MHz x 8 bytes per beat x (4 beats/5 clock cycles) = 640 MBytes/sec

 

Figure 2.  MPX Bus Transactions
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a data transfer rate of 200 MBytes/sec. This test is performed with reads from SDRAM. When accessing a
slower device, the effects of not pipelining on performance are even greater. From a performance standpoint,
pipelining should always be enabled.

Transfer rate (60x bus mode) = (32 bytes/17 cycles) x 100 MHz = 188 MBytes/sec

Transfer rate (MPX bus mode) = (32 bytes/16 cycles) x 100 MHz = 200 MBytes/sec

 

3.5 Out-Of-Order Data Tenures

 

MPX bus mode allows data tenures to be performed out of order with respect to their corresponding address
tenures, which allows a read from a fast device to return data when it is ready, instead of waiting for a slower
device that is addressed first. To test out-of-order data tenures, a load from a PCI device is included along
with the loads from SDRAM. This case is not intended to test maximum throughput because a read from a
slow device has a negative effect on performance. However, the ability of GT64260A to perform
out-of-order data tenures is verified. With the same series of SDRAM reads with a read from a slower PCI
device, transactions are pipelined. Subsequent transactions return data when ready and need not wait for the
PCI device to return its data. In these tests, it takes more than 200 cycles for the PCI device to return data.
In the meantime, several SDRAM transactions can complete out-of-order data tenures, which is clearly an
advantage when using multiple devices of varying speeds. However, when moving a large amount of data
from one device (SDRAM, for example), this feature does not show a significant performance benefit.

 

3.6 MPC7410 with the Tsi107 Host Bridge

 

This section describes the observed bus performance of the MPC7410 when using the Tsi107 host bridge.
The Tsi107 host bridge does not support MPX bus mode, and supports a one-level deep pipeline: only one
outstanding and one pending transaction. Thus, the Tsi107 host bridge cannot take advantage of the benefits
of data streaming or out-of-order data tenures. During the large data transfer, the initial memory latency is
9 cycles, but due to the one-level-deep pipeline, the overall throughput suffers. For pipelined transactions,
the memory latency is 2 cycles, a rate that cannot be sustained because further pipelining is lacking and the
transactions are similar to the initial memory latency. This pattern is repeated for the entire data transfer.
Therefore, it takes 14 cycles for every two bursts of data, which results in a throughput of 457 MBytes/sec.
Clearly, the data transfer rate suffers due to the limited pipelining ability of the Tsi107 host bridge, as shown
in Figure 3.

 

4 Conclusion

 

The maximum sustainable throughput of a MPC7450 system using the Marvel GT64260A bridge chip with
pipelining enabled is 640 MBytes/sec. For a large data transfer from one device, using MPX bus over 60x
bus gives no advantage. However, when the transfers are from devices of varying speeds, the MPX bus
mode’s support for out-of-order data tenures gives better performance. To achieve the theoretical maximum

 

Cycles

 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

 

Address

 

1 2 3 4 5

 

Data

 

1 1 1 1 X 2 2 2 2 X X X X X 3 3 3 3 X 4 4

 

Transfer rate = (64 bytes/14 cycles) x 100 MHz = 457 MBytes/sec

 

Figure 3. Tsi107 Host Bridge Bus Transactions
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Revision History

 

throughput of MPX bus mode of 800 MBytes/sec, the bridge chip must stream back-to-back data tenures to
allow data to be transferred on every clock cycle. Currently, Marvell, the manufacturer of the GT64260A
device, states that the best chance to see data streaming is with out-of-order transactions. Data streaming is
being addressed in their future device. Pipelining and out-of-order data tenures clearly increase
performance. However, further performance can be realized on MPC7450 systems when a bridge chip that
can run the memory bus at higher frequencies and handle data streaming in all cases is available. 

Table 1 shows maximum sustainable memory bus throughput at 100-MHz bus speed.

 

5 Revision History

 

Table 2 shows the revision history of this document.

 

Table 1. Maximum Sustainable Memory Bus Throughput at 100-MHz Bus Speed

 

Platform Description
Theoretical 
Throughput

(MBytes/sec)

Measured 
Throughput

(MBytes/sec)

 

MVP 60x bus with pipelining 640 640 

MVP MPX bus with pipelining 800 640

MVP MPX bus non-pipelined — 200

Sandpoint Tsi107 host bridge 60x bus with 1-deep pipeline 457 457

 

Table 2. Revision History

 

Revision 
Number

Changes

 

0.0 Initial release

1.1 Nontechnical reformatting
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